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1. Recognition of Fixed Shapes 

The problem of recognition of objects of fixed shape can be formulated as in (Aldoma et al., 

2013). LetS be a set of 3D points i.e. a point cloud acquired by a 3D sensor, referred to in the 

following as a scene, and let  = {M1, M2, ..., Mn} be a set of models of objects to be recognized in 

that point cloud. Each model Mi represents a point cloud obtained by scanning an object of interest 

by a 3D sensor from a particular viewpoint or by fusion of point clouds acquired from multiple 

views. Each model Mi is assigned a reference frame in which the point coordinates are represented. 

Analogously, the points in the set S are represented in the sensor reference frame. The considered 

problem is to determine a correct interpretation of the scene S, i. e. the set of hypotheses  = {H1, 

H2, …, Hr}, where each Hi is a hypothesis that an object from the set  appears in the scene S in a 

particular pose.  A hypothesis can be represented by a pair  ,i i iH o T , where oi is the object index 

and Ti is a homogenous transformation matrix describing the pose of the object relative to the 

sensor reference frame. 

3D object recognition methods can be classified in two broad classes: (i) local approaches and (ii) 

global approaches.  

Local approaches are mostly based on registration of features of various types. The basic pipeline 

of these approaches which is executed in the online recognition phase consists of the following 

steps:  

1. feature detection; 

2. generating hypotheses from feature matches; 

3. hypothesis evaluation. 

Features which are used in the considered recognition approaches represent geometric elements 

such as a 3D point, a pair of oriented 3D points, a line or a planar surface segment. Each feature is 

assigned a local descriptor representing a vector of values which describe the local neighborhood of 

the feature.  

In the hypothesis generation stage, the features detected in the scene S are matched to the features 

of the same type extracted from all models. Feature matching is performed according to the local 

descriptors assigned to the features. If the descriptor of a scene feature is sufficiently similar to a 

descriptor of a model feature, according to a certain similarity measure, the parameters of these two 

features defining their pose relative to the respective reference frames are used to compute the pose 

of a model reference frame relative to the sensor reference frame. If a single feature match does not 

contain information sufficient for estimating full 6DoF object pose, groups of features are matched, 

where geometric relations between the features in a group are used in the matching process together 

with the local descriptors. The object pose computed from a feature match or by matching two 

groups of features represents a hypothesis that this particular object is present in the scene in the 

computed pose.  

Since many features are usually detected in point clouds, a large number of hypotheses are 

generated and only some of them are correct. Therefore, a suitable criterion must be used to decide 
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which of the generated hypotheses can be accepted as correct and which should be rejected. This 

final step is referred to herein as hypothesis evaluation. 

Global approaches compute one single descriptor for each object encompassing the whole object 

surface (Aldoma et al., 2012a). These approaches require points in the observed scene to be 

segmented into different clusters, so that descriptors can be computed on each object cluster 

separately (Narayanany and Likhachev, 2016). Although less effective in presence of partial object 

occlusions, the global approach is characterized by a smaller complexity in the description and 

matching stage with respect to local methods, since each surface is characterized by one single (or a 

few for multivariate semi-global features) descriptor. Furthermore, this is beneficial also in terms of 

memory footprint, since a notably reduced amount of information needs to be stored to represent 

the model library. These properties make global pipelines appealing in scenarios where 

segmentation is feasible, objects do not present high levels of occlusions and efficiency represents a 

relevant constraint (Aldoma et al., 2012a). 

The recognition of objects of fixed shape in 3D point clouds today is in a rather mature phase. 

State-of-the art algorithms which solve this problem achieve a high precision and recall. A 

comprehensive survey of 3D object recognition methods is given in (Guo et al., 2014). 

In (Hinterstoisser et al., 2010) a template matching approach to object recognition in RGB-D 

images is proposed. Each modelled object is represented by approximately 2000 templates, 

representing the object viewed from different angles and in different scales. An efficient 

implementation of template matching allows recognition of a single object in 0.1 s.  

The method proposed in (Papazov and Burschka, 2010) can be used to recognize objects in 3D 

point clouds in cluttered scenes. The method is tested by recognizing a set of objects in 3D point 

clouds obtained by a laser range finder from a single viewpoint. The objects to be recognized are 

modeled by high resolution 3D point clouds covering the entire object surface. The features used in 

this approach are pairs of oriented points. An oriented point is obtained by assigning to a 3D point 

the unit vector perpendicular to the local surface in the close neighborhood of that point. 

Hypotheses are generated using RANSAC (Fischler and Bolles, 1981). In order to achieve fast 

feature matching, a hash table is created from all models in . The entries in the hash table are 

created from the features extracted from the models. Each entry represents the information about 

the model and the pose of the feature relative to the model reference frame. The address of an entry 

is computed from the feature's local descriptor. In the online recognition phase, for each feature 

extracted from S, the feature with a similar local descriptor is fetched from the hash table. In order 

to compute surface normals needed to obtain oriented points efficiently, a fast identification of the 

neighboring points is critical. This is achieved by representing S by an octree (de Berg M et al., 

2010).  

Hypothesis evaluation is performed in two stages. In the first stage, the model is transformed in the 

sensor reference frame by the transformation Ti of the evaluated hypothesis Hi. The hypothesis is 

rejected if the percentage of model points which are sufficiently close to scene points is below a 

user defined threshold or the percentage of model points which occlude scene points exceeds a user 

defined threshold. In the second stage, for each hypothesis, the number of points from S which are 

sufficiently close to the transformed model points is determined, referred to in the following as the 
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hypothesis support. Each hypothesis which conflicts a hypothesis with a larger support is rejected. 

Two hypotheses are conflicting if the intersection of their supports is not an empty set. 

In the approach presented in (Aldoma et al., 2012b), 3D points at uniformly sampled positions on 

the surfaces of models and the scene are used as features and each of these points is assigned a 

SHOT local descriptor proposed in (Tombari, Salti and Di Stefano, 2010). Fast descriptor matching 

is accomplished by indexing implemented using FLANN (Muja and Lowe, 2009). Hypotheses are 

generated by a correspondence grouping algorithm. This algorithm starts from a seed 

correspondence, i. e. a pair of features with sufficiently similar local descriptors, and for each such 

correspondence it forms a group of feature correspondences which satisfy a particular geometric 

constraint, described in the following. Let  ,i j
p p  be the seed correspondence, where ip  is a scene 

feature point and j
p  is the corresponding model feature point. Another correspondence  ,k l

p p  is 

added to the group if    

 i k j l     p p p p , 

where  is a user defined tolerance. For each correspondence group, a RANSAC-based algorithm is 

applied to all the correspondences in the group resulting in a 6DoF pose hypothesis. The pose 

obtained by the RANSAC algorithm are then refined using the Iterative Closest Point (ICP) 

algorithm (Besl and McKay, 1992). Each hypothesis Hi is assigned a boolean variable  0,1ix     

which has a value of 1 if the hypothesis is correct and 0 if the hypothesis is false. Therefore, a 

possible solution can be represented by a sequence  = {x1, x2, …, xr}. Hypotheses Hi for which xi 

= 1 are referred to in the following as active hypotheses. In the hypothesis evaluation stage, the 

solution space r is searched for a solution which minimizes a cost function using a simulated 

annealing approach. The cost function is based on several cues. The first cue is the number of scene 

points which are explained by any hypothesis, where the term explained has the following meaning. 

A scene point is explained by a hypothesis Hi if there is a point belonging to the model 
ioM  which 

is, after being transformed by Ti, sufficiently close to the considered scene point. In order for a 

scene point to be considered as explained, it is also required that the orientation of the scene point is 

sufficiently similar to the orientation of the corresponding model point. Each scene point explained 

by an active hypothesis contributes to the cost function by a value computed from the distance to 

the corresponding model point and the similarity between the orientations of these two points. This 

value is negative for close points with similar orientation, which means that each explained point 

decreases the cost function. The second cue is the number of visible model points of every active 

hypothesis which do not explain any scene point. This number increases the cost function. The third 

cue is the number of conflicting hypotheses for each scene point, i. e. the number of active 

hypotheses Hi which explain the same scene point. This number also increases the cost function. 

The fourth cue is the number of unexplained scene points that are likely to belong to the same 

surface as nearby explained points. In order to compute this number, smooth clusters of points in S 

are identified using the method proposed in (Rabbani, van den Heuvel and Vosselman, 2006). Each 

cluster is assumed to belong to the same object. Hence, all unexplained scene points belonging to a 

cluster which also contains explained scene points increase the cost function. 
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The method presented in (Aldoma et al., 2012b) is augmented in (Aldoma et al., 2013) by two 

additional hypothesis generation pipelines, one which uses point features detected in the grayscale 

image with assigned SIFT (Lowe, 2004) descriptors and the other which uses a semi-global 3D 

descriptor representing an extension of the OUR-CVFH approach (Aldoma et al., 2012a) based on 

the color, shape and object size cues. Point features extracted from the grayscale image are 

projected onto the depth image in order to obtain 3D points coordinates. The hypothesis evaluation 

method proposed in (Aldoma et al., 2012b) is extended with two additional cues. The first is a color 

cue, which measures the similarity of the color of scene point and the corresponding model points. 

The second cue penalizes hypotheses according to which objects are partially positioned below the 

table.  

The method presented in (Aldoma et al., 2013) is adapted in (Aldoma, Fäulhammer and Vincze, 

2014) for object recognition from multiple views.  

In (Fäulhammer et al., 2015), an efficient online multi-view method which integrates information 

of the captured environment by merging individual single-view recognition outputs is proposed. 

The proposed approach is based on (Aldoma et al., 2014), where an online multi-view object 

instance recognition method merges single-view results in a batch to generate ground-truth data of a 

static environment. In typical every-day indoor environments, due to mainly stationary objects, the 

majority of the scene is static. Exploiting this static information, the authors propose a method using 

RGB-D data that continuously combines hypotheses constructed from various viewpoints into a 

common coordinate system. Thus, the system gathers the maximum amount of information for all 

objects in the scene, and overcomes the problem of single views that are particularly poor. Using a 

dynamic graph representation of the observed environment, the proposed approach enables the 

system to improve recognition with each new observation. The system recognizes pre-trained 

models and their respective 6DoF pose at each time step using information from current and 

previous observations. The proposed method showed a significant improvement in recall for the 

TUW dataset, consisting of heavily cluttered RGB-D frames with textured and non-textured 

objects, which are highly occluded in some frames. State-of-the-art results were also obtained for 

the Willow dataset at a reduced computational complexity. 

The approach proposed in (Tang et al., 2012) assumes that the objects of interest lie on a flat 

surface which is detected using RANSAC and removed from S. The remaining points in S are then 

clustered and each cluster is compared to the models from  using global hue descriptors. For 

each matching pair of objects pose hypotheses are generated using SIFT features and RANSAC. 

The hypotheses are evaluated by projecting the SIFT features detected in the scene onto the 

corresponding model and searching for the corresponding feature in local neighborhood. The 

hypothesis are ranked according to the number of matched SIFT features.  

The method presented in (Tang et al., 2012) is improved in (Xie et al., 2013) by including 

additional cues in the hypothesis evaluation stage: color, shape context features and SIFT features. 

The scores of the said cues are blended feature-weighted linear stacking approach. Furthermore, 

standard ranking support vector machine (SVM) is applied to determine which object corresponds 

to each cluster from S. 

The approach proposed in (Choi and Christensen, 2013) uses Color Point Pair Features, obtained 

by augmenting the descriptor proposed in (Winkelbach , Molkenstruck and Wahl, 2006) with color 
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information. Hypotheses are generated by evidence accumulation followed by pose clustering. The 

hypotheses are sorted according to the number of accumulated votes and a fixed number of the 

highest ranked hypotheses are returned as the final result. 

The approach proposed in (Narayanany and Likhachev, 2016) is capable of detecting multiple 

objects in the scene which can be mutually occluded. However, it relies on several unrealistic 

assumptions, which limit significantly its practical applicability. It is assumed that all objects in the 

scene are placed on a flat horizontal surface in the nominal upright position and uses RANSAC to 

determine the camera pose relative to that horizontal surface, so that only 3DoF object pose must be 

determined. Furthermore, it is assumed that the number of objects in the scene is known ahead and 

that only modelled objects are present in the scene. The problem of finding the correct scene 

interpretation is formulated as an optimization problem – minimizing an explanation cost function. 

The design of this cost function allows it to be decomposed over the set of objects searched in the 

scene. The search for the optimal solution is based on building of a monotone scene generation tree 

starting from the empty scene and adding objects one by one. Each object insertion corresponds to 

addition of a new node in the tree, i.e. each node represents a hypothetical scene which is rendered 

and evaluated according to the explanation cost function. The constraint in this process is that the 

addition of the new object does not occlude the scene generated by the previously inserted objects. 

Thereby, the algorithm generates and renders all feasible scenes in a discretized pose space, given 

the aforementioned constraints. The optimization is performed by multi-heuristic search using 

FOCAL-MHA
*
 algorithm (Narayanan, Aine and Likhachev, 2015). For a scene, the mean planning 

time was 6.5 min. 

Many object recognition methods such as (Papazov and Burschka, 2010; Aldoma et al., 2012b; 

Aldoma et al., 2013) require a 3D object model in form of a triangular mesh or a point cloud. 

Although such models can be obtained by 3D scaners, a useful ability of a mobile robot manipulator 

is to create 3D models of objects of interest automatically by moving around an object of interest 

and acquiring RGB-D images of the object from multiple views. An approach for creating 3D 

object modles suitable for object recognition by fusion of partial 3D models obtained by several 3D 

reconstruction sessions is proposed in (Prankl et al., 2015). Each 3D reconstruction session 

assumes tracking of an object accross a sequence of RGB-D images using visual odometry based on 

tracked interest points. The camera positions are refined by means of bundle adjustment as well as 

an accurate multi-view ICP approach introduced in (Fantoni, Castellani and Fusiello, 2012). 

Segmentation of the object of interest from the background is attained by a multi-plane detection 

and a smooth clustering approach. Flat parts, larger than a certain threshold are modelled as planes 

and the remaining areas are recursively clustered depending on the deviation of the surface normals 

of neighbouring image points. Hence, smooth clusters “pop out” from the surrounding planar 

surfaces and need to be selected to form up a complete object. Multi-session data fusion is achieved 

by registration of partial 3D models, where Correspondences between bodies are obtained by 

matching SIFT and SHOT features (capturing thus both appearance and geometrical information), 

correspondence grouping stage followed by RANSAC and absolute orientation estimation. 

Allignment of partial 3D models is facilitated using the modelling constraint that objects lie on a 

planar surface. Aligning planes locks 3 of the 6 degrees of freedom involved in rigid body 

registration. The remaining 3 degrees of freedom (i.e. translation on the plane and rotation about the 

plane normal) are respectively approximated by centering the point cloud and by sampling rotations 

about the plane normal (every 30). The initial alignments that are then refined by ICP. The authors 
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made the source code of their system named RTM - Recognition, Tracking and Modelling Toolbox 

publically available at http://www.acin.tuwien.ac.at/?id=450. 

In (Kouskouridas et al., 2016), a method for object detection and 6 DoF pose estimation in heavily 

cluttered and occluded scenarios is proposed. The Latent-Class Hough Forests, a novel patch-based 

approach to 3D object detection and pose estimation; It performs one-class learning at the training 

stage, and iteratively infers latent class distributions at test time. Two new more challenging public 

datasets for multi-instance 3D object detection and pose estimation are presented, comprising near 

and far range 2D and 3D clutter as well as foreground occlusions in domestic and industrial 

scenarios. 

In (Doumanoglou et al., 2015), object detection and pose estimation is considered but the paper 

also addresses the problem of next-best-view estimation. In the first part, the training objects are 

rendered and depth-invariant RGB-D patches are exctracted. The latter are given as input to a 

Sparse Autoencoder which learns a feature vector in an unsupervised manner. Using this feature 

representation, a Hough Forest is trained to recognize object patches in terms of class and 6D pose 

(translation and rotation). Given a test image, patches from the scene pass through the Autoencoder 

followed by the Hough forest, where the leaf nodes cast a vote in a 6D Hough space indicating the 

existence of an object.  

In (Savarimuthu et al., 2015), an integrated system for recognition, pose estimation and 

simultaneous tracking of multiple objects in 3D scenes is presented. The system solves the problem 

of complete semantic representation of dynamic scenes which requires three essential steps: 

recognition of objects, tracking their movement and identification of interactions between them. 

The focus is on maintain tracks of multiple interacting objects even in the presence of long 

durations of full occlusions (which usually appears in even simple assembly tasks) because losing 

object identify makes it impossible to recover an accurate semantic understanding of observed 

actions. The proposed tracking system is composed of four modules: object recognition, pose 

estimation, tracking and SEC (Semantic event Chains). The system is initialized by the first two 

modules in combination, i.e. each object in a scene is recognized and its pose is estimated. As stated 

in article, correct detection of objects is crucial to the performance of the running system, but also 

requires a high amount of computational resources. Therefore, at first frame of a sequence, robust 

object recognition and pose estimation techniques are applied to extract the identity and location of 

each object present in the scene. After the detection of objects, the real-time tracker maintains the 

pose of the objects. 

Modules for object recognition and pose estimation operate on a specialized set of 3D feature points 

called texlets, which are used for representing local surfaces. At first objects in the scene have to be 

separable by segmentation procedure. Then, for each recognized segment in the scene, texlets are 

extracted. Two dimensional histogram is computed globally on an object surface represented by a 

texlets. This two dimensional histogram is placed into single array and thus forming input to 

Random Forest (Breiman, 2001) Classifier which is used for object recognition. For each 

recognized object, a robust feature based estimation is executed (method uses local histogram 

descriptors computed in a local region around each texlet, defined by a support radius) 

http://www.acin.tuwien.ac.at/?id=450
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The proposed method is compared with  ICP and Particle Filter based trackers and to a “ground 

truth tracking” by magnetic sensors. The experiments are restricted to table top scenarios. Tracking 

is performed in real-time. 

Article deficiencies: there is no information about random forest classifier building (the article 

focus is on tracking rather than object recognition). 

2. Recognition of Object Classes 

In (Nan, Xie and Sharf, 2012) an approach for indoor 3D scene interpretation is proposed which 

simultaneously segments the input point cloud and classifies segmented objects. The features used 

for object classification are segments obtained by analyzing point distribution along the upward axis 

and segmenting a point cloud into horizontal slabs according to this analysis. For each slab, the 

bounding box is computed and a feature vector is formed from the parameters of the bounding 

boxes of the slabs. In the learning phase, an RDF classifier is trained using supervised learning with 

various indoor objects. The applied training set consisted of manually segmented and labeled scans 

of roughly 1000 different objects (e.g. 20 beds, 110 cabinets, 510 chairs, 40 monitors, 250 tables, 

etc.). Both synthetic and scanned objects are used. In the recognition phase, the input point cloud is 

segmented into a set of piecewise smooth patches. An adjacency graph is computed with nodes 

corresponding to patches and edges connecting close patches. The search-classify procedure starts 

by selecting several random patch triplets representing the initial object. The classification 

likelihood is computed for each patch triplet. The triplets with very low classification likelihood are 

removed. The procedure continues by growing the initial object and computing the classification 

likelihood value for the grown object. The current object is grown by examining each neighboring 

patch (patch connected to an object patch), computing the classification likelihood defined by the 

union of the current object and the neighboring patch, selecting the patch corresponding to the 

highest classification likelihood and adding this patch to the current object. The growing procedure 

stops when the classification likelihood of the object obtained by adding a patch to the current 

object is less than 0.95 of the classification likelihood of the current object. The result of the search-

classify procedure is a segmented object point cloud with assigned class to which a template fitting 

is applied. The template which is fitted to the object point cloud is a polygonal template with 

predefined scalable parts. The template fitting is performed by an iterative procedure in which two 

steps are alternated: computing the closest distances between points in the object point cloud and 

the template and deforming the template to minimize this distance. After each deformation step, the 

local deformation scales are optimized using pre-analyzed part information for each template 

model. The optimization iteratively restores scale relations such as symmetries and proximities 

between parts of the template while refitting it to the point cloud. Outliers are detected in the 

search-classify process as patches with a large Euclidean distance to the fitted template and 

removed from the object, thereby refining the segmentation. 

The algorithm presented in (Kim et al., 2013) learns a probabilistic model of part-based template 

variations, given a set of 3D meshes of object of a particular class and an initial deformable model 

represented by a template encoding the types of parts expected in the repository and an initial guess 

for the locations and scales of each part. The algorithm simultaneously segments polygonal models 

into parts, learns a probabilistic model of part-based template variations, and establishes point-to-

point surface correspondences in large collections of shapes.  



SURVEY OF STATE-OF-THE-ART OBJECT RECOGNITION METHODS  8 

In (Mueller, Pathak and Birk, 2014), an approach for object class recognition using a part-based 

shape categorization in RGB-D images is proposed. Initially the RGB-D image of a scene is over-

segmented with the Mean-Shift (Comaniciu, 2002). The result are homogeneous patches which are 

used as fundamental shape elements. These patches are grouped by a region growing procedure 

which results in a set of patches which can cover semantically reasonable parts of object instances. 

These merged patches are referred to as super patches. Each super patch is described by a shape 

descriptor proposed in (Mueller, Ploeger and Roscoe, 2012). The resulting description is quantized, 

using an unsupervised learning approach, in a dictionary containing symbols referred to as visual 

words. For training the dictionary, unlabeled super patches are collected from random scenes and 

applied to the clustering procedure. A fast k-Means clustering algorithm was used with the 

objective to group similarly-shaped super patches to the same words. A hierarchical top-down 

quantization approach is applied which allows to learn shape part constellation models on different 

levels of specificity (the specificity levels can be understood as a general-to-specific partition of the 

description space or, in the context of shape appearance, a rough-to-specific expression of 

detailedness). For each shape category, a graphical model is generated based on the appeared visual 

word constellations of training instances from object shape category. This graphical model encodes 

a set of unary, pairwise and higher order relationships between the observed visual words, for 

instance the appearance, euclidean neighborhood or alignment. The detection of the actual instance 

in a scene is solved by the convex-alignment assumption between super patches. Groups of 

neighboring patches which are aligned to each other in a convex pose are selected as potential 

object instance candidates. In the inference, the probability that an observed object instance belongs 

to a shape category given the constellation of visual words is computed. The final solution is 

obtained by solving the maximum a posteriori (MAP) problem, which is formulated as energy 

minimization problem. The energy function which is minimized is defined as the sum of costs of 

particular relations between visual words. These costs are determined using statistics and they can 

be interpreted as the confidence that a particular word or a particular relation between words 

appears in a particular category. The proposed approach is tested on recognition of sacks, barrels 

and parcels. 

A significant volume of research in the field of recognition of object classes in RGB images is 

inspired by a successful application of Convolutional Neural Networks (CNN) in ImageNet Large 

Scale Visual Recognition Challenge (Krizhevsky, Sutskever and Hinton, 2012). In comparison to 

standard neural networks with similarly sized layers, CNNs have much fewer connections and 

parameters and therefore are easier to train with maybe slightly worse performance. CNN used in 

(Krizhevsky, Sutskever and Hinton, 2012) consists of 5 convolutional and 3 fully connected layers 

and has approximately 60 million parameters. Usually very long training time of CNNs is shortened 

by high-performance C++/CUDA implementation.  

Other significant work in the field of object recognition using CNNs is reported in (Sermanet et al., 

2014; Girshick et al., 2014; Girshick, 2015; Ren et al., 2015; Razavian et al., 2014; Simonyan and 

Zisserman, 2015; He et al., 2015). The success of CNNs in object recognition in RGB images also 

motivated application of CNNs for object recognition in RGB-D images. 

In (Eitel et al., 2015) an object recognition approach based on CNN is proposed. The proposed 

RGB-D architecture for object recognition consists of two separate CNN processing streams which 

are consecutively combined with a late fusion network. CNNs are pretrained by ImageNet 

(Russakovsky et al., 2015). Depth images are encoded as a rendered RGB images, spreading the 
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information contained in the depth data over all three RGB channels, and then a standard 

(pretrained) CNN is used for recognition.  Due to lack of large scale labeled depth datasets, CNN 

pretrained on ImageNet (Krizhevsky, Sutskever and Hinton, 2012) are used. A novel data 

augmentation that aims at improving recognition in noisy real-world setups is proposed. The 

approach is experimentally evaluated using two datasets: Washington RGB-D Object Dataset and 

RGB-D Scenes dataset. 

Another object recognition approach which uses deep CNN is proposed in (Schwarz, Schulz and 

Behnke, 2015).  It also uses CNN which is pre-trained for image categorization and provide a rich, 

semantically meaningful feature set. The depth information is incorporated by rendering objects 

from a canonical perspective and colorizing the depth channel according to distance from the object 

center.  

In (Rock et al., 2015), an approach for recovering a complete 3D model from a depth image of an 

object is proposed. The reason why it is included in this report is that it performs recovery of a 

similar object to the input object from a model database, which actually represents recognition of 

object from a particular class. Furthermore, the ability to infer complete 3D shape from a single 

view is important for grasping, as we often reach around an object to grasp its unseen surfaces. 

Guessing the shape of object is based on past experience. Input to the system is segmented depth 

image (query) for which a complete 3D mesh has to be produced. First step is finding a similar 

depth images from a training set of meshes. Random forests are used to produce candidates. The 

candidate with minimum surface-to-surface distance based on the query and retrieved depth images 

is selected to produce an exemplar mesh and camera viewpoint. The retrieved model may be of a 

different instance or category, and is likely to have a slightly different viewpoint. Therefore, the 

retrieved mesh is deformed to better aproximate the depth image. In final step, the deformed 

exemplar is used to complete the input depth image. For particular query, retrieving similar 

examplar 3D meshes from training dataset can be complex since traing dataset contains mesh 

rendered from many viewpoints. Random forest are used to partiton training data set into similar 3D 

shapes based in features of a depth image. Each tree of the forest maps input features to a set of 

training examples. The trained forest contains five trees where each leaf contain five or fewer 

examples. Leaf nodes tend to group similar objects. Random forest returns 15 to 25 potential 

matches. The match that has minimum surface-to-surface distance based on query and retrieved 

depth images is chosen. Paper introduces a synthetic dataset built from the SHREC12 mesh 

classification dataset. 

3. Deformable Objects 

Due to the high dimensionality of the state spaces of deformable objects, perceiving deformable 

objects is much more difficult than perceiving rigid objects. Often, self-occlusions make it 

impossible to infer the full states of deformable objects from a single view. In addition, many 

deformable objects of interest lack distinguishable key-points (Schulman et al., 2013). 

In (Schulman et al., 2013) a probabilistic approach for tracking deformable objects is proposed. A 

deformable object is modelled by a set of K 3D points m1, m2, …, mK connected in a mass-spring 

system on a triangular mesh. At each time step, the sensor hardware generates from the visible 

portion of the object a point cloud consisting of N 3D points c1, c2, …, cN. For each observation 
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(point cloud), the algorithm’s task is to find the most probable node positions given the 

measurement, i.e., to calculate  

  
1:

1: 1:arg max
K

K Np
m

m c   

To solve this maximum a posteriori (MAP) estimation problem, we use the expectation 

maximization (EM) algorithm. The EM algorithm alternates between generating a lower bound to 

the log-probability function based on an expectation over the latent variables (E step) and 

maximizing this lower bound with respect to the node positions (M step). The latent variables in 

this case are correspondences between the sensor points ci and the model points mj. In E step, 

correspondences between the sensor points and model points are established. Each correspondence 

is given a weight proportional to the estimated probability that a particular sensor point represents a 

particular model point. This probability is computed according to the sensor measurement model 

and visibility constraint imposed by self-occlusion and occlusion by other objects in the scene. The 

maximization in M step is performed using physics-based simulation engine. An artificial 

observation potential energy is defined, which includes gravitational potential energy and bending 

energy as well as the energy resulting from virtual forces which attract model points towards sensor 

points. The attraction force is proportional to the weight of the point correspondences determined in 

E step. The algorithm is applied to tracking of rope and cloth under arbitrary manipulations 

including knot tying and folding. The reported implementation runs in real time and is suitable for 

closed-loop control in robotic manipulation tasks. 

In (Twardon and Ritter, 2015) a textile manipulation system is described, which is based on 

identification of boundary components of clothes. Given a boundary component, an optimal 

grasping pose is determined. The boundary components are identified by a graph-based approach, 

where edge contours detected in the input depth image are represented by a graph, simple cycles are 

detected in this graph and a simple cycle is selected as a boundary component using a heuristic 

approach. The depth image is converted to a graph representation in three steps: (i) normal-based 

edge detection, (ii) thinning/skeletonization and (iii) contour graph creation. The applied 

skeletonization algorithm iteratively removes boundary points preserving the end points and pixel 

connectivity. The graph nodes are identified as points with at least three neighbors in the image and 

the contour edges linking the nodes are identified. The proposed approach is applied for solving the 

task of hanging up a knit cap on a hat-stand. 

In (Li, Chen and Allen, 2014) an approach for recognition of clothes is proposed, which 

recognizes several previously modelled garments hanging by different grasping points and 

identifies the grasping point. The approach is based on bag-of-feature (BOF) idea. For each input 

garment model, a set of 20–50 grasping points is predefined in terms of the garment categories. For 

each of the grasping points, a simulation of draping under gravity is carried out and rendered when 

the garment achieves a stable state (e.g. no shaking). The simulated 90-cameras system captures 

depth images of the model from different viewpoints. SIFT is applied over the generated depth 

image set. A codebook is built by sparse coding approach. After sparse coding on the feature vector, 

spatial pyramid construction is applied to the feature vector to preserve spatial information. In the 

recognition phase, a two-layer hierarchical classifier is used. For both layers, features are extracted 

and the codebook is built up. Then by applying the sparse coding, the features are encoded using the 

codebook. Finally, SVM is uses to classify the garment category and pose. 
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4. Features for Object Recognition 

In (Winkelbach , Molkenstruck and Wahl, 2006) pairs of oriented points are used as features. 

Each oriented 3D point is defined by five parameters: three coordinates of the point and two 

parameters defining the orientation of the assigned unit vector. A pair of oriented 3D points can, 

therefore, be described by 10 parameters. Six of these 10 parameters define the 6DoF pose of this 

feature relative to the point cloud reference frame, while the remaining four parameters are used to 

form a local descriptor of the feature. 

In (Papazov and Burschka, 2010) the feature proposed in (Winkelbach , Molkenstruck and Wahl, 

2006) is modified in order to reduce the number of hypotheses. Only the pairs of oriented points 

with a user defined distance are used. Since the point distance is constant, it is not used in the local 

descriptor as proposed in (Winkelbach , Molkenstruck and Wahl, 2006) and therefore the local 

descriptor is a three element vector. 

In (Rusu et al., 2008) a 3D descriptor named Point Feature Histogram (PFH) is proposed. The 

proposed method assigns a histogram of particular values describing the local surface properties to 

each point in the input point cloud. For each pair of points in a k-neighborhood of a query point, a 

source point ps and the target point pt are defined, the source being the one having the smaller angle 

between the associated normal and the line connecting the points. The Darboux frame is defined 

with the origin in the source point and the axes u, v and w defined by 

 
su n  ,     

 

 
t s

t s

p p u
v

p p u

 
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 
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where ns and nt are the surface normals in the points ps and pt. Four features are computed from the 

points ps and pt and their normals: 
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A 4D histogram is created from the values  f0, f1, f2 and  f3 of all point pairs. The authors used 3 bins 

per feature therefore obtaining the total of 81 bins. After creating the histogram, each bin is 

normalized with the total number of point pairs. 

In (Rusu, Blodow and Beetz, 2009), a modification of the descriptor proposed in (Rusu et al., 

2008) is described, which can be computed faster. The descriptor is named Fast Point Feature 

Histogram (FPFH). The descriptors are generated in a two stage procedure. In the first step, for each 

query point the features f0, f2 and  f3 of PFH are computed (feature f1 of PFH is omitted) only 

between the query point and its neighbors. The histogram of these features is created, which is 
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named the Simplified Point Feature Histogram (SPFH). In the second step, k neighbors are 

determined for each point and the final histogram (FPFH) is computed by combining SPFHs of k 

neighbors. 

In (Rusu et al., 2010) a global descriptor based on FPFH is proposed, which is named Viewpoint 

Feature Histogram (VPH). The new feature consisting of two parts: (i) a viewpoint direction 

component and (ii) a surface shape component comprised of an extended FPFH. The viewpoint 

component is computed by collecting a histogram of the angles that the viewpoint direction makes 

with each normal. The second component measures the angles used as features in PFH but now 

measured between the viewpoint direction at the central point and each of the normals on the 

surface. 

A modification of VPH, which is more robust to occlusion and measurement noise, is proposed in 

(Aldoma et al., 2011). This descriptor is named Clustered Viewpoint Feature Histogram (CVFH). 

The main idea is that VPH is not computed over the whole object, but over stable surfaces of the 

object. The object surface is clustered to stable surfaces by a region growing procedure, which starts 

by selecting a random object point, creating the initial cluster containing only that point and 

growing the cluster by adding neighboring points with similar surface normal directions. For each 

stable surface, a histogram similar to VFH is computed. The histogram also includes a shape 

distribution component representing the distribution of the square distances of all points of the 

surface to the surface centroid normalized by their maximum value. Due to the invariance of CVFH 

with respect to rotations along the view direction of the camera (roll), the object and viewpoint 

recognition is determined up to an unknown rotation. In order to provide 6DoF object pose, for each 

CFVH, the camera's roll histogram is computed. The surface normals at each point are projected 

onto a plane that is orthogonal to the vector given by the camera center and the centroid of the 

stable region used to compute CVFH. A histogram of the projected normals is created (roll 

histogram). The orientation of the object in the scene relative to the camera optical axis is estimated 

by determining the shift between the model roll histogram and the roll histogram of the object in the 

scene using Discrete Fourrier Transform.  

In (Aldoma et al., 2012a), a modification of CVFH is proposed, which is named Oriented, Unique 

and Repeatable CVFH (OUR-CVFH). The proposed OUR-CVFH descriptor is based on Semi-

Global Unique Reference Frames (SGURF), which are computed for each cluster, where clusters 

are detected as proposed in (Aldoma et al., 2011). The SGURF assigned to a particular cluster is 

determined using the eigenvectors of the weighted scatter matrix of the points in that cluster. CVFH 

is modified by removing one component and adding the component related to the distribution of 

points in 8 octants of the SGURF. 

Signature of Histograms of OrienTations (SHOT) descriptor (Tombari, Salti and Di Stefano, 

2010) is inspired by SIFT. The spherical neighborhood of the keypoint is subdivided into an 

isotropic spherical grid that encompasses partitions along the radial, azimuth and elevation axes, as 

sketched in Fig. 1. For each cell of the grid, a histogram is created by accumulating points inside the 

cell into bins according to cosine of the angle between the normal at each point and the normal at 

the keypoint.  
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Fig. 1. Isotropic spherical grid used to form SHOT descriptor. 

In order to cope with the boundary effects, the soft histogram approach is applied. For each point 

being accumulated into a specific local histogram bin, quadrilinear interpolation with its neighbors 

is performed, i.e. the neighboring bins in the local histogram and the bins having the same index in 

the local histograms corresponding to the neighboring cells of the grid. In particular, each entry is 

multiplied by a weight of 1 − d for each dimension, where d is the distance of the current entry from 

the central value of the bin. Along each dimension, d is measured in units of the histogram or grid 

spacing, i.e. it is normalized by the distance between two neighbor bins or cells. To achieve 

robustness to variations of the point density, the whole descriptor is normalized to sum up to 1. 

In (Shah, Bennamouna and Boussaid, 2015), a novel local surface description technique for 

automatic 3D object recognition in cluttered scenes is presented. The local surface description is 

based on a novel 3D keypoint detector which exploits the divergence of the vector field and detects 

highly repeatable or stable 3D keypoints. The vector field at each point (vertex) of a 3D surface is 

defined as the weighted average of the normals of its immediate neighboring triangles. The authors 

also propose a pruning step and a novel saliency measure to rank the keypoints and select the best 

points for the subsequent extraction of the novel local feature descriptor 3D-Vor. This descriptor, 

captures the vorticity at each point of the local surface to provide a highly discriminative surface 

representation. Extensive experimental testing on three popular datasets is performed and the results 

indicate that the proposed descriptor is highly descriptive and robust to resolution and noise. Based 

on the proposed keypoint detector and 3D-Vor descriptor, a fully automated 3D object recognition 

algorithm is also proposed. A major advantage of the proposed algorithm is that it requires only a 

single correct feature correspondence for object recognition. Extensive 3D object recognition 

experiments of complex scenes, in the presence of clutter and occlusion, on three publicly available 

datasets are performed. Results indicate that the proposed method outperforms existing methods 

and achieves recognition rates of at least 96%. 

Another two poular features for object recognition in depth images are spin image (Johnson and 

Hebert, 1999) and NARF (Steder et al., 2010). 
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